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Abstract— In this paper we present MobileDeluge, a general 
mobile network-reprogramming tool based on Deluge for 
wireless sensor networks (WSNs). MobileDeluge effectively 
addresses the weaknesses of Deluge and other traditional over-
the-air reprogramming approaches for WSNs. It enables efficient 
code dissemination for heterogeneous WSN motes regularly 
operating over low-power links through a mobile base station.  
We evaluate the performance of MobileDeluge via both 
laboratory experiments and a real-world outdoor environmental 
WSN testbed. Results show that our proposed MobileDeluge 
leads to a significant improvement of the performance compared 
to the original Deluge for WSNs operating over low-power links.  

Keywords-network over-the-air reprogramming; heterogeneous 
WSNs; energy efficiency; long-term deployments; mobile tool 

I.  INTRODUCTION 
Wireless sensor networks (WSNs) have gained increasing 

attention and interest from researchers for various 
environmental monitoring applications. As long-term 
deployments start being considered, network maintenance 
becomes a key issue. Among other tasks, such as replacing 
batteries and fixing broken nodes, network maintenance also 
involves reprogramming currently deployed nodes for updating 
and improving applications. Manually reprogramming sensor 
nodes is very cumbersome as it requires retrieving the nodes 
from their deployed locations. To address this problem, many 
approaches (e.g., [1] – [10]) have been proposed in the past 
years for supporting over-the-air programming (OAP) through 
wireless communications. Most of them have been thoroughly 
examined through simulations and laboratory experiments. 
However, real-world WSN deployments usually have some 
unique features which are very challenging to the existing OAP 
approaches. 

First, heterogeneity becomes a common scenario in WSN 
deployments, where multiple node platforms (e.g., MICAz, 
IRIS, TelosB), sensors, and applications may coexist on the 
same WSN testbed. From this arises the need for point-to-point 
or subset reprogramming in WSNs. However, whereas very 
few studies (such as [2], [7]) support point-to-point/subset 
reprogramming, most existing approaches such as [1], [3] – [6], 
[8] – [10], disseminate the code image to all the nodes in the 
network. Such a dissemination approach simply fails for 
heterogeneous WSN deployments with multiple node 
platforms, where different code images are required for 
different subsets of nodes. 

Secondly, real-world outdoor WSN deployments [15]–[17] 
usually work over low-power link layers for better energy 
efficiency, such as the typical low-power-listening (LPL) mode 
in TinyOS [13]. Sleep intervals in LPL mode largely extend 
per-packet delivery time. Since reprogramming usually 
involves bulk code image dissemination, the total delay 
significantly degrades the performance of the previous 
approaches ([1] – [9]). While the recent work of ROLP [10] 
addresses this problem by dynamically adjusting the sleep 
intervals during image dissemination, ROLP still disseminates 
the code image to the entire network, which fails to reprogram 
any heterogeneous WSN. 

On the other hand, long-term outdoor WSN deployments 
would usually require periodic on-site maintenance visits (e.g., 
battery replacement and faulty node fixing) to keep the network 
operating in a healthy and sustainable manner [15]. In view of 
this, we take a new approach to simultaneously address both 
challenges described above. We introduce a novel concept of 
mobile code dissemination, and present MobileDeluge, a 
general mobile network-reprogramming tool based on Deluge 
[1]. Equipped with a gateway laptop and a base station, as 
shown in Fig. 1, MobileDeluge is a hand-held code 
dissemination tool for outdoor WSN deployments over low-
power links. It enables wireless reprogramming of WSN nodes 
in harsh but accessible environments within a one-hop 
neighborhood with respect to the hand-held Deluge base 
station. MobileDeluge creates a control service to coordinate 
the mobile Deluge base station and the target sensor nodes 
within the neighborhood of the mobile Deluge base station for 
code dissemination. The key idea is to establish an instant 
connection between the mobile Deluge base station and its 
target sensor nodes within the neighborhood, where the target 
nodes are to be updated with the same new code image. Once 
the connection is established, the target nodes are asked to 
switch to a different channel and disable LPL so that they can 
be reprogrammed efficiently. Since MobileDeluge can be 
brought close to the target nodes when reprogramming is 
needed, the reprogramming is limited to a single-hop 
neighborhood. In this way, MobileDeluge enables a significant 
amount of energy savings at intermediate nodes compared to 
traditional multi-hop code dissemination approaches.  

The main contributions of this work include the following: 

� We introduce a novel concept of mobile code 
dissemination for WSNs, which is particularly suitable 
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TABLE I.  PERFORMANCE OF DELUGE DISSEMINATION OF SMALL IMAGE 
WITH LPL ENABLED/DISABLED 

 LPL  Always-on 

ADV Pkts 25626 18 

REQ Pkts 64 3 

DATA Pkts 11792 141 

Total Pkts 37487 162 
Completion 

time (seconds) 297.97 4.90 

Estimated energy 
consumption (mAs) 11564.21 111.72 

 

IV. DESIGN 
In this section, we present the design of MobileDeluge. 

MobileDeluge is a general network reprogramming tool built 
based on Deluge and effectively addresses both reprogramming 
challenges for long-term WSN deployments: heterogeneity and 
operating on LPL mode.  

A. Deluge Overview 
Deluge is a reprogramming system composed by several 

modules. First, Deluge uses Drip to disseminate command 
messages to the entire network for starting/stopping the image 
distribution process. Drip uses a Trickle [14] timer to rapidly 
disseminate small packets to the network. It broadcasts at a 
short timeout interval at the beginning. If no new data is 
detected in the last round, the interval is doubled, until the 
upper bound is reached; otherwise, the interval is reset to the 
shortest one. Second, a data object (i.e., code image) is 
distributed through the ADV-REQ-DATA three way 
handshaking mechanism to ensure the complete delivery. In 
Deluge, a code image is divided into a set of fixed-size pages, 
whereas each page consists of a number of packets. Third, 
Deluge uses a volume and block manager for handling erase 
and read/write operations of the data object in sensor nodes’ 
external flash memory. Finally, a reprogram guard is used to 
verify whether the node is capable of rebuilding and loading 
the received new image. The code structure of Deluge is shown 
in Fig. 4 (a). 

Due to its dissemination nature to the entire network, 
Deluge fails in heterogeneous WSNs. Designed to operate over 
always-on links, Deluge has very poor performance with 
WSNs over low-power links, as illustrated in Section III.B. 
Besides, Drip messages introduce sustaining interference to the 
network in Deluge. Although the sending rate of Drip messages 
drops quickly when the network enters into a stable state 
following the Trickle timer, the minimal rate (e.g., 1024 
seconds by default) may still be comparable to the data 
collection rate in low data rate sensor networks (e.g., in the 
ASWP testbed, the data is sampled every 15 minutes).  

B. MobileDeluge Outline 
To overcome the above weaknesses of Deluge, our design 

of MobileDeluge has the following key features: 1) one-hop 
network reprogramming, so that the reprogramming of a multi-
hop network will be achieved by its mobility; 2) a novel control 
service enabling the retrieval of the platform information of the 
nodes in a one-hop neighborhood of the MobileDeluge base 
station (referred to as MobileBase), so that only the target 
nodes of the same platform type are reprogrammed at a time to 
address the heterogeneity; and 3) both MobileBase and the 
target nodes switched to a different channel with LPL disabled, 
allowing the fast and efficient transmission of the new code 
image without the interference to the rest of the network. In the 
following subsections, we present our design in detail. 

C. Subset Reprogramming 
MobileDeluge uses the basic broadcast scheme to establish 

the connection between the MobileBase and the target nodes, 
which limits its working range to a single hop. Its logic is split 
into two parts: the MobileBase side and the node side.   

1) MobileBase: The MobileBase acts as a bridge between 
the target nodes and the mobile computer gateway connected 
to it. It receives commands from the gateway, and then 
broadcasts to the nodes. We divided the commands into two 
sets. The first set is the regular Deluge commands, which is 
directly processed by the standard Deluge logic. The other set, 
referred to as Mobile commands, is used for communication 
between the MobileBase and the target nodes. Basically two 
Mobile commands are defined: DISS and ABORT. DISS 
command starts a reprogramming cycle by notifying the target 
nodes to get ready, whereas ABORT is used to stop the 

 

(a) Deluge code structure (b) MobileDeluge code structure (new components highlighted with respect 
to Deluge) 

Figure 4. Code structures of Deluge and MobileDeluge. 
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TABLE II.  CODE IMAGE SIZE  

 With Deluge With MobileDeluge 

ROM (bytes) 43638 43568 

RAM (bytes) 3362 3470 
Image size 

(bytes) 44544 44544 

No. Pkts 660 660 

 

MobileDeluge occupies about 100 bytes more RAM than 
Deluge with all the functional augmentations discussed in the 
previous section, slightly less ROM, and the same image data 
size.  

1) Reprogramming a single node: Table 3 shows the 
number of transmitted packets and the completion time for 
reprogramming a single node. Deluge with LPL was 21.8 
times slower and sent 142 times more packets than 
MobileDeluge. On the other hand, despite the start phase, 
which took several seconds and sent 149 Mobile command 
packets over an LPL link, MobileDeluge has very similar 
behavior of the Standard Deluge, which is expected since once 
the start phase is finished, MobileDeluge actually works on the 
Deluge routine. 

TABLE III.  COMPARISON OF DELUGE AND MOBILEDELUGE FOR SINGLE 
NODE 

 Deluge&LPL MobileDeluge Deluge 

ADV Pkts 104852 188 187 

REQ Pkts 302 46 44 

DATA Pkts 44292 660 660 

Start Pkts 0 149 0 

Reply Pkts 0 1 0 

Total Pkts 149446 1044 891 
Completion 

time (seconds) 1365.95 59.95 54.96 

 
2) Reprogramming a subset of nodes: To test 

MobileDeluge on heterogeneous networks, we setup a single 
hop network containing 5 nodes, in which 3 of them are 
MICAz nodes and others are IRIS motes. For Deluge, we only 
used 3 MICAz nodes, since it only works in homogeneous 
networks.   MobileDeluge has successfully reprogramed all 
the target nodes in the hetergeneous network. Compared to 
Deluge over always-on links, it has transmitted about 200 
more packets and taken 7 more seconds (which is in start 
phase) for completion. However, on low power links, Deluge 
took 24.7 times more completion time and transmits 138 times 
more packets. 

 
 

TABLE IV.  COMPARISON OF DELUGE (3 NODES) AND MOBILEDELUGE (3 
OUT OF 5 NODES) 

 Deluge&LPL MobileDeluge Deluge 

ADV Pkts 111678 202 175 

REQ Pkts 596 51 47 

DATA Pkts 39916 663 663 

Start Pkts 0 174 0 

Reply Pkts 0 3 0 

Total No. Pkts 152190 1093 885 
Completion 

time (seconds) 1362.95 52.96 45.96 

 

B. Testbed experience 
MobileDeluge has been validated through reprogramming a 

subset of nodes in the outdoor ASWP testbed. We wirelessly 
reprogrammed the nodes in site 1, 2 and 4 (Fig. 3) with 
MobileDeluge, moved to a different reprogramming 
neighborhood at a time, and recorded the cost of disseminating 
a 50064 bytes’ code image to the target nodes. The statistics are 
shown in Table 5. Due to the unreliable nature of wireless 
communications, the reprogramming statistics for each trial 
would vary from one to another. Reprogramming several nodes 
together needs more packets to be transmitted. However, the 
time consumption is very similar compared to reprogramming 
a single node. On the field, the size of the target subsets 
depends on the radio range of the MobileBase and relative 
locations of the target nodes. Since the code image is very large 
compared to regular data packets, the dissemination must be 
conducted in a very reliable manner. Thus, the effective radio 
range can be smaller than that in regular communication 
situations.  

TABLE V.  STATISTICS OF REPROGRAMMING IN THE FIELD  

Target subset 
size Type 

Total Packets 
(DATA, ADV, 

REQ) 
Completion 

Time (s) 

1 IRIS 1196 63.95 

1 IRIS 1172 74.94 

1 MICAz 1219 87.93 

1 MICAz 1214 65.95 

1 MICAz 1195 72.94 

3 IRIS 1257 68.94 

3 IRIS 1283 72.94 

3 MICAZ 1890 89.93 

3 MICAZ 2115 55.96 

4 MICAZ 2208 108.92 

Total 21 Nodes -- 14749 762.42 

Per Node Avg. -- 702.33 36.30 
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The manual reprogramming procedure starts from getting 
the enclosure from the tree. Then several screws that seal up 
the box and fix the node with the acquisition board have to be 
taken off, and then, the node needs to be attached to a laptop to 
be reprogrammed. The previous procedure of getting the node 
has to be reversed after the reprogramming to put the node 
back to its deployment location. Usually, it takes a whole day 
to finish reprogramming site 1, 2, and 4. Experience shows that 
MobileDeluge has significantly improved the efficiency of the 
field reprogramming work. 

VI. CONCLUSION 
Long-term outdoor WSN operations usually require 

thatnode deployments be located in accessible although 
sometimes harsh environments for the possibility of on-site 
maintenances. Those real-world WSN deployments are more 
likely to be heterogeneous and operating over low-power links, 
which makes existing code dissemination protocols 
unworkable. To address these challenges, we propose 
MobileDeluge, a novel mobile reprogramming tool which is 
able to reprogram heterogeneous WSNs regularly operating 
over low-power links.  We have evaluated the performance of 
MobileDeluge through laboratory experiments and real-world 
outdoor WSN testbed reprogramming. Results show that 
MobileDeluge has efficiently addressed the reprogramming 
challenges of heterogeneous WSNs and WSNs over low power 
links at the same time, making it very suitable for long-term 
outdoor WSN deployments where on-site maintenance is 
usually needed. The design of MobileDeluge also illustrates a 
general approach for building a mobile code dissemination tool 
based on some existing code dissemination protocol, such as 
Deluge, which in principle can be applied to other existing 
code dissemination protocols as well. If outdoor WSN 
deployments are not accessible by the maintenance team, a new 
code dissemination protocol with the fixed control/sink node 
would need to be developed for heterogeneous WSNs over 
low-power links.   

MobileDeluge is intended to be open-source software and 
will be released to the community. 
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